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How do normal parametric LLMs work?

Encapsulating everything in parameters by pre-trainingparameters on large-scale text corpora
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How do normal parametric LLMs work?

Encapsulating everything in parameters by pre-trainingparameters on large-scale text corpora
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Limitations of parametric LLMs #1: Hallucinations

LLMs cannot memorize everything in their parameters (yet), resulting in factual inaccuracy

Summarize Akari Asai's research including her representative

papers.
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LLMs cannot memorize everything in their parameters (yet), resulting in factual inaccuracy

Summarize Akari Asai's research including her representative
papers.

&) Akari Asai is a prominent researcher in the field of natural language processing (NLP), with a focus
on question answering (QA), information retrieval, and multi-lingual models. Her research revolves

around building efficient and robust systems for extracting information from large corpora,
Representative Papers:
1. "XOR QA: Cross-lingual Open-Retrieval Question Answering" (2021) In this paper, Asai

introduced XOR QA, a benchmark for cross-lingual open-retrieval question answering,

targeting QA across multiple languages. The model tackles the challenges of finding answers

in languages different from the one in which the question is asked, highlighting the
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Limitations of parametric LLMs #1: Hallucinations

LLMs cannot memorize everything in their parameters (yet), resulting in factual inaccuracy

Summarize Akari Asai's research including her representative
papers.

&) Akari Asai is a prominent researcher in the field of natural language processing (NLP), with a focus
on question answering (QA), information retrieval, and multi-lingual models. Her research revolves

around building efficient and robust systems for extracting information from large corpora,

2. "Dense Passage Retrieval for Open-Domain Question Answering" (2020) This is one of her
most cited works, where she co-authored the introduction of Dense Passage Retrieval (DPR).
DPR is a state-of-the-art approach for efficiently retrieving passages relevant to a query by

mapping both questions and passages into dense vector spaces using dual encoders. This

method significantly improved the performance of open-domain QA systems.




Limitations of parametric LLMs #1: Hallucinations

LLMs cannot encapslate everything in their parameters yet.
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Catastrophic incidents due to LLM hallucinations

Such LLM hallucinations have been causing many critical incidents in the real world

TECH - LAW

Humiliated lawyers fined
$5,000 for submitting
ChatGPT hallucinations in
court: ‘I heard about this
new site, which I falsely
assumed was, like, a super
search engine’

oucksn <

Air Canada must honor refund policy
invented by airline’s chatbot

Air Canada appears to have quietly killed its costly chatbot support.

ASHLEY BELANGER - 2/16/2024, 12:12 PM




Retrieval-augmented LMs: Definitions & Notations

A new type of LMs that can use large-scale text data (datastore) at /inference-time

Input x

R -
S{ Q“\Q\é?»“»%}%}“m%?;\“\@&?‘\@
° A

Pre-training
data




Retrieval-augmented LMs: Definitions & Notations

A new type of LMs that can use large-scale text data (datastore) at /inference-time
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Retrieval-augmented LMs: Definitions & Notations

A new type of LMs that can use large-scale text data (datastore) at /inference-time
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Retrieval-augmented LMs: Definitions & Notations

A new type of LMs that can use large-scale text data (datastore) at /inference-time
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Benefit of retrieval-augmented LMs #1: reduce hallucinations

Retrieval-augmented LMs can reduce hallucinations, especially in long-tail knowledge
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“When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories”. Mallen*, Asai* et al. ACL 2023
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Quiz:

What are the other benefits of using
retrieval-augmented LMs?




Benefit of retrieval-augmented LMs #2: Adaptations w/o training

Parametric LMs’ knowledge gets obsolete quickly & requires continuous training

Who is the current prime minister of UK?

&) The current Prime Minister of the United Kingdom is Rishi Sunak. He has held the position since
October 25, 2022, following the resignation of Liz Truss. Sunak is the leader of the Conservative

Party and previously served as Chancellor of the Exchequer.

“RealTime QA: What's the Answer Right Now?” Kasai et al. NeurlPS (Benchmark). 2023



Benefit of retrieval-augmented LMs #2: Adaptations w/o training

Parametric LMs’ knowledge gets obsolete quickly & requires continuous training

Who is the current prime minister of UK?

@ The current Prime Minister of the U
October 25, 2022, following the r

Party and previously served as Cha

dom is Rishi Sunak. He has held the position since
f Liz Truss. Sunak is the leader of the Conservative

the Exchequer.

l?n.me Term of office
minister

Portrait Mandate'®) ¢

Office
(Lifespan) Start ¢ End ¢ Duration ¢

Rishi Sunak
98]

MP for
Richmond 25 October 5 July 1 year,

(Yorks) 2022 2024 255 days
(born 1980)
Premiersi| hip

Keir Starmer
[99]

MP for Holborn 5 July

and St Pancras 2024
(born 1962)

Premiership

Incumbent 73 days 2024

“RealTime QA: What's the Answer Right Now?” Kasai et al. NeurlPS (Benchmark). 2023



Benefit of retrieval-augmented LMs #2: Adaptations w/o training

Parametric LMs’ knowledge gets obsolete quickly & requires continuous training

Rishi Sunak is a British politician and
the current Prime Minister of the
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“RealTime QA: What's the Answer Right Now?” Kasai et al. NeurlPS (Benchmark). 2023
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Benefit of retrieval-augmented LMs #2: Adaptations w/o training

Parametric LMs’ knowledge gets obsolete quickly & requires continuous training
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Benefit of retrieval-augmented LMs #2: Adaptations w/o training

We can easily swap datastores for retrieval-augmented LMs for new data distributions
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Benefit of retrieval-augmented LMs #3: Providing attributions

Retrieval-augmented LMs can provide a small number of documents as attributions

Who is the current prime minister of United Kingdom?

®  Searched 6 sites v

As of September 2024, the current Prime Minister of the United Kingdom is Keir Starmer, leader
of the Labour Party. He took office following a general election in July 2024, where Labour
secured a significant victory, unseating the Conservative Party's Rishi Sunak, who had been Prime

Minister since 2022(Northeastern Global News)(Wikipedia). Government of the United Kingdom e

Prime Minister Portrait Since Party Ref

, . 5 July 2024
Keir Starmer Labour | [1]

(2 months ago)

“Attributed Question Answering: Evaluation and Modeling for Attributed Large Language Models”. Bohnet et al. ArXiv 2020.



Benefit of retrieval-augmented LMs #4: Flexible data opt-in / out

We can incorporate or remove high-risk data dynamically at inference, not training time
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“SILO Language Models: Isolating Legal Risk In a Nonparametric Datastore”. Min et al. In ICLR 2024



Benefit of retrieval-augmented LMs #5: parameter efficiency

Retrieval-augmented LMs can be much more parameter efficient and compute-optimal
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“Scaling Retrieval-Based Language Models with a Trillion-Token Datastore.” Shao, He, Asai et al., ArXiv 2024.
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Retrieval-augmented LMs have been widely used!

Retrieval-augmented LMs have been widely used both in academia and industry
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Retrieval-augmented LMs have been widely used both in academia and industry
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“60% of LLM applications use some form
of retrieval-augmented generation (RAG)”




Today's outline

1. Introduction: What are retrieval-augmented LMs? Why do we want
to use them?

2. Past: Architecture and training of retrieval-augmented LMs for
downstream tasks

3. Present: Retrieval-augmented generation with LLMs

4. Future: Limitations & future directions

Of;=
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Feel free to post questions on Sli.do!
Sli.do code #2068655




Past: Architecture and training
of retrieval-augmented LMs for

downstream tasks




Brief history of retrieval-augmented LMs development

RAG was initially extensively studied for certain NLP tasks, namely Question Answering

Open-domain QA
® 2017:DrQA SQUAD, TREC, WebQuestions, WikiMovies
Q: How many of Warsaw's inhabitants _
spoke Polish in 19337 Trained QA model
7 o Document Document
%% w %\ Retriever Reader
5 g; it E— » 833,500
s ?
i %
, >
BM25 e L t t t ¢ 1 +P
Retrieve and read Wikipedia articles for open-domain QA

“Reading Wikipedia to Answer Open-Domain Questions.” Chen et al., ACL 2017.



Brief history of retrieval-augmented LMs development
RAG was initially extensively studied for certain NLP tasks, namely Question Answering
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Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks.” Lewis et al., NeurlPS 2020.



Brief history of retrieval-augmented LMs development

RAG was initially extensively studied for certain NLP tasks, namely Question Answering
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New architectures for retrieval-augmented LMs

“Generalization through Memorization: Nearest Neighbor Language Models.” Khandelwal et al., ICLR 2020.



Brief history of retrieval-augmented LMs development

RAG was initially extensively studied for certain NLP tasks, namely Question Answering
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“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



Brief history of retrieval-augmented LMs development

Versatile and powerful LLMs demonstrate effectiveness even without fine-tuning

. 100

90

80

GPT-3 175B (Few-Shot)
70 S—Norm MemoReader

EM

Reading Twice for NLU
50 Mnemonic Reader

2020: GPT3

0 Jul'17 Jan'18 Jul'18 Jan'19 Jul'19 Jan 20 Jul 20 Jan 21
2022: ChatGPT

LLMs surpressed specialized QA models w/ retrieval

https://paperswithcode.com/sota/question-answering-on-triviaga



Brief history of retrieval-augmented LMs development

Success of In-Context Retrieval-Augmented LMs (commonly referred to as RAG today)

—— l— FA v M,'i up ""j','"" will
’ :expand to 48 teams : I_
World Cup 2022 was the /! : I anguage __, 48inthe2026
last with 32 teams, Sl ‘World Cup 2022 was the M Odel tournament.
before the increasete 7= -=- + last with 32 teams, before !
‘the increase to : /

Use off-the-shelf LLMs & retrieval systems

® 2023: In-Context Retrieval-
Augmented LMs

\4

“In-Context Retrieval-Augmented Language Models.” Ram et al., TACL 2023.



Brief history of retrieval-augmented LMs development

RAG was initially extensively studied for certain NLP tasks, namely Question Answering
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Brief history of retrieval-augmented LMs development

RAG was initially extensively studied for certain NLP tasks, namely Question Answering

:

reliable LLM-based RAG systems
for diverse use cases

[2023: Retrieval-

Current: Designing versatile and
augmented LLMs J




Diverse architectures of retrieval-augmented LMs

Classifying retrieval-augmented LMs based on “where” we incorporate retrieved context

e Inputaugmentaiton
o Augment the input of LMs with retrieved context
o E.g, RAG, REALM, DrQA, In-context RALM

T -




REALM: Augmenting input space of LMs

REALM is an retrieval-augmented masked LMs that predicts next tokens / spans in context

x — FIFA World Cup 2026 will expand to 48 teams.

¢ World Cup 2022 was ... the increase to [MASK] in 2026.

:
|

k chunks of text FIFA World Cup 2026 ‘
(passages) will expand to 48 teams. | | | 48

Retrieve stage Read stage

‘REALM: Retrieval-Augmented Language Model Pre-Training.” Guu et al., ICML 2020.



REALM: Augmenting input space of LMs

REALM finds relevant context by conducting kNN search in embedding spaces

X = World Cup 2022 was ... the increase to [MASK] in 2026.

FIFA World Cup 2026 m Fast nearest neighbor search
will expand to 48 teams.

@
In 2022, the 32 national /" .
ercoder ..
@

teams involved in the
tournament.

Team USA celebrated z = Encoder(z)

after winning its match m x = Encoder(x)

against Iran ...

Wikipodia 2y - -5 = arglop-k (x - z)

13M chunks (passages) k retrieved chunks
(called documents in the paper)

“‘REALM: Retrieval-Augmented Language Model Pre-Training.” Guu et al., ICML 2020.



REALM: Augmenting input space of LMs

REALM compute weighted averages of final answer distributions, using retrieval similarities

i Weighted average

D, PeIDP(|x,2)

| Need to approximate @ fromthe  from the
— Consider top k chunks only retrieve stage  read stage

‘REALM: Retrieval-Augmented Language Model Pre-Training.” Guu et al., ICML 2020.



REALM: Augmenting input space of LMs

REALM compute weighted averages of final answer distributions, using retrieval similarities

i Weighted average

p(y|z ) x Z exp (MLP ([hSTART(s); hEND(s)] ))
s€S(z,y)

hstart(s) = BERTs1arT(s) (J01ngear (T, Zbody)),

hexp(s) = BERTenp(s) (J0ingepr (T, 2body)),

“‘REALM: Retrieval-Augmented Language Model Pre-Training.” Guu et al., ICML 2020.



RAG: Augmenting input space of LMs

RAG combines a trained retriever & autoregressive BART, starting from pre-trained weights

befine "middle ear®(x) I T S T IR The middle ear includes
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born in Hawaii. (x) q(x) PP b 4

Fact Verification: Fact Query Margin- Fact Verification:
- Label Generation
alize
ghe Zlv:.ne This 14th century work
omedy (x) is divided into 3
Jeopardy Question sections: "Inferno",
Generation: "Purgatorio" &
Answer Query "Paradiso" (¥)
\ ) Question Generation
—

PrAGToken (Y|T) =2 H > polelm)pe(uilz, 2, y1:1)

t z€top-k(p(-|x))

“Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks.” Lewis et al., NeurlPS 2020.



RAG & REALM: Results

RAG and REALM show their effectiveness on open-domain QA and other tasks

e RAG outperforms REALM and other baselines on Open-domain QA such as NaturalQuestion

Open-domain QA (EM)

50
. ENQEWQ
40 i
30
Higher is !
better 20
10 i
: |
T5 i REALM RAG
No retrieval With retrieval

“Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks.” Lewis et al., NeurlPS 2020.



RAG & REALM: Results

RAG and REALM show their effectiveness on open-domain QA and other tasks

e RAG outperforms REALM and other baselines on Open-domain QA such as NaturalQuestions

e RAG also show their effectiveness on generation tasks

Open-domain QA (EM) Question generation (Tri-match)
50 m MS MARCO m Jeopardy
| NQ BWQ 100 . |
40 | : |
: 80 : !
30 i i |
Higher is 60
better 20 40
10 | 20 I
0 i 0
T5 | REALM RAG Gold BART RAG-Token
No retrieval | With retrieval . No retrieval , With retrieva

“Retrieval-Augmented Generation for Knowledge-Intensive NLP Tasks.” Lewis et al., NeurlPS 2020.
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Recent follow-up: In-context Retrieval-augmented LMs

Similar principles as in DrQA, REALM, RAG, but completely removes retrieval

e Combining retrieval and off-the-shelf LMs e.g., GPT-4 at inference time without training
e Oftenreferred to as "RAG” nowadays

e We'll cover this in depth in the next section!

N

- -» FIFAWorld Cup 2026 will .

/’ Retriever expand to 48 teams.

World Cup 2022 was the  // o, Language ____, 48inthe2026
last with 32 teams, “h e World Cup 2022 was the M Od el tournament.
before the increaseto "7~ -=- * |ast with 32 teams, before : :
: the increase to
A

“In-Context Retrieval-Augmented Language Models.” Ram et al., TACL 2023.



Pros and cons of input augmentation

Input augmentation is powerful but has several limitations

e Pros
o Easyto switch to new, more powerful LMs with fine-tuning / without training
o LLMs can effectively levarage input context




Pros and cons of input augmentation

Input augmentation is powerful but has several limitations.

e Pros
o Easyto switch to new, more powerful LMs with fine-tuning / without training

o LLMs can effectively levarage input context

e (Cons
o Expensive to scale up to hundreads or thousands of documents

m LLMs also often do not fU”y leva rage |Oﬂg context 20 Total Retrieved Documents (~4K tokens)
o No strict attributions to specific evidences

Accuracy

=& gpt-3.5-turbo-0613

== gpt-3.5-turbo-0613 (closed-boaok) 1st 5th 10th 15th 20th

Position of Document with the Answer

“Lost in the Middle: How Language Models Use Long Contexts.” Liu et al., TACL 2023.



Diverse architectures of retrieval-augmented LMs

Classifying retrieval-augmented LMs based on “where” we incorporate retrieved context

e Intermediate incorporation
o Incorporate retrieved context in intermediate
spaces of transformers
o E.g, RETRO, Instruct RETRO




RETRO: Incorporating context in intermediate layers

RETRO enables more efficient incorporations of many documents

X = World Cup 2022 Wa%he last with 32 teams/{)efore the increase to
X1 X X3

(k chunks of text per split)

k

X, .o} . E
Retrieval k

Xo Encoder P Encoder - E2
k

(r = # tokens per text chunk)

(d = hidden dimension) (Ar X kxd matrix)

(k = # retrieved chunks per split)

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



RETRO: Incorporating context in intermediate layers

RETRO enables more efficient incorporations of many documents

X
Xy
X3 Transformers blocks (xL

Standard transformer block

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



RETRO: Incorporating context in intermediate layers

RETRO enables more efficient incorporations of many documents

El E2 E3
X1
X2 l l l -’
X3 RETRO blocks (xL |

Chunked Cross Attention (CCA) i

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



RETRO: Incorporating context in intermediate layers

RETRO uses frozen BERT as a retriever, and retrieve nearest neighbors from 1.7T datastore

Encoded neighbours

- I Neighbours I
1 mm— 1 | 2 | 1000 0 e e e e e e e e e e e e e e e e e e e e e e === 1
BERT | E, Chunked cross-attention (CCA)

] —_— f—
: BERT : E, Encoded neighbours

—
! Frozen KNN Retriever J' l E E
b T Attend 1 r 2

Condition

Input
tokens '

CA(H,", E)

CA(H," E,)

{q
C, —| ATIN > CCA — FFW —
C, |

CCA(H, E)

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



RETRO: Incorporating context in intermediate layers

Given the input sequence, it first retrieves a set of relevant documents (embedding of text)
[ Encoded neighbours \

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



RETRO: Incorporating context in intermediate layers

Use cross-attention to generate retrieved context-aware representations
Encoded neighbours

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



RETRO: Incorporating context in intermediate layers

Use cross-attention to generate retrieved context-aware representations
Encoded neighbours

A4

Attending chunks

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



RETRO: Incorporating context in intermediate layers

Concatnate all of the CA output (the size of input H and output CCA(H,E) remains the same

Encoded neighbours

E E

1 2

~
— H,
.
s
CA(H* E)
L—< H,
~
CA(H,", E,))
Hy
Attending chunks
H CCA(H, E)

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



RETRO: Incorporating context in intermediate layers

RETRO uses frozen BERT as a retriever, and retrieve nearest neighbors from 1.7T datastore

Encoded neighbours

- I Neighbours I
1 mm— 1 | 2 | 1000 0 e e e e e e e e e e e e e e e e e e e e e e === 1
BERT | E, Chunked cross-attention (CCA)

] —_— f—
: BERT : E, Encoded neighbours

—
! Frozen KNN Retriever J' l E E
b T Attend 1 r 2

Condition

Input
tokens '

CA(H,", E)

CA(H," E,)

{q
C, —| ATIN > CCA — FFW —
C, |

CCA(H, E)

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



RETRO: Results

RETRO shows impressive performance improvements on upstream (language modeling) tasks

e RETRO significantly outperforms non-retrieved baselines

—0— 425M —&— 1.5B —o— 7.5B —A— Baseline —#— RETRO [OFF] —8— RETRO [ON]

=
~
N
=<

=]
o

©
©

Lower is
better

e
“

C4 Eval bits-per-byte
o
o]

200 400 800 1600 7500
Number of Non-Embedding Params

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



RETRO: Results

RETRO shows impressive performance improvements on upstream (language modeling) tasks

e RETRO significantly outperforms non-retrieved baselines
e RETRO performance continues to improve as the datastore scales from a few billion to 1.7

trillion data points
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©
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o
“
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Number of Non-Embedding Params (M)  Retrieval dataset (B Tokens)

|

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



RETRO: Results

RETRO shows impressive performance improvements on upstream (language modeling) tasks

RETRO significantly outperforms non-retrieved baselines
RETRO performance continues to improve as the datastore scales from a few billion to 1.7
trillion data points

e Increasing # of docs up to 40 helps

—8— 172M —0— 425M —&— 1.5B —o— 7.5B —A— Baseline —#— RETRO [OFF] —8— RETRO [ON]

© 1.0 1.014 1.01 4
) » »
% 0.9 0.91 0.91
Lower is & * * o 0e0_o o o0
better 308 0815 08 o 000_o o oee??™
S * %0000 o o0
0.7 0.7 0.7-
< W
@)
200 400 800 1600 7500 0 1 10 100 1000 10000 0 1 3 5 10 3050 100
Number of Non-Embedding Params (M)  Retrieval dataset (B Tokens) Number of neighbors

“Improving language models by retrieving from trillions of tokens.” Borgeaud et al., Arxiv 2020.



Recent follow-up: Instruct RETRO

Develop RETRO-block on top of Llama (autoregressive LMs), pre-training & multi-task training

K . . .
_ _ Retro Multi-head | Gate ON: pretraining
i’ @ i Encoder _|I: Cross- Gate OFF: instruction Retro
Retrieval Retrieved Encoded ——>_attention tuning / generation Encoder
database neighbors neighbors 4
. K . L )
— V. Multi-head Ly * Multi-head Retro
> Self-  —» Add FFW — >  Self- —» Add — Decoder
8.. attention E &.. attention
Input  Transformer self-attention layer x N Retro Transformer layer with cross-attention x N

“InstructRetro: Instruction Tuning post Retrieval-Augmented Pretraining.” Wang et al., ICML 2024.



Pros and cons of intermediate incorporation

Alternative way to incorporate retrieved context in a more scalable way, but requires training

e Pros
o More efficiently incorporates many passages than input augmentation
o Possibly more effective than retrieval augmentaion (i.e., Instruct RETRO results)

e (Cons
o Require maodification of underlying LMs
o Expensive pre-training is necessary
o Doesn't provide strict attribution




Diverse architectures of retrieval-augmented LMs

Classifying retrieval-augmented LMs based on “where” we incorporate retrieved context

e Outputinterpolation v
o Interpolate output token probabilities with retrieved etriever _

non-parametric distributions ‘

o Eg, kNN LM




KNN LM: directly interpolate output token distributions

Directly interpolate output token distributions of LMs

e Given a context x, a model predicts parametric distributions for next token

Parametric distribution
(LM output distribution)

Classification

Test Context Target || Representation pLm(y)
* nthi Hawaii |0.2
Obama’s birthplace is ? @O00® | lllinois (0.2 |

“Generalization through Memorization: Nearest Neighbor Language Models.” Khandelwal et al., ICLR 2020.



KNN LM: directly interpolate output token distributions

Directly interpolate output token distributions of LMs

e Given a context x, a model predicts parametric distributions for next token
e kNN LM computes nonparametric distributions, by finding similar training context C;

Training Contexts Targets || Representations Distances Nearest k Normalization Aggregation
C; v; ki = f(e) d; = d(q, k;) p(k;) o exp(—d;) PN () = ) Ly=vip(ki)
Obama was senator for | lllinois @0V® |- 4 Hawaii |3 [ Hawaii |0.7 Hawaii | 0.8
Barack is married to | Michelle —| 100 lllinois {4 |~ linois |0.2 llinois | 0.2
Obama was born in | Hawaii @OO® ™ 5 > Hawaii |5 [ Hawaii|0.1 '
Obama is a native of | Hawaii 000 — 3
i
Test Context Target
h

Nonparametric distribution

Obama’s birthplace is ?

“Generalization through Memorization: Nearest Neighbor Language Models.” Khandelwal et al., ICLR 2020.



KNN LM: directly interpolate output token distributions

Directly interpolate output token distributions of LMs

e Given a context x, a model predicts parametric distributions for next token
e kNN LM computes nonparametric distributions, by finding similar training context C;

Aggregation
PrNN(Y) =

Ly=u;p(k;)

i

Hawaii | 0.8
Hinois | 0.2

Training Contexts Targets || Representations Distances Nearest k Normalization
G Uy ki = f(e) di = d(q, ki) p(k;) o< exp(—d;)
Obama was senator for | lllinois @00 ® 4 Hawaii |3 [  Hawaii 0.7
Barack is married to | Michelle 100 lllinois |4 |—*  Illinois |0.2
Obama was born in | Hawaii @O0O®) 5 Hawaii |5 —| Hawaii|0.1
Obama is a native of | Hawaii @000 3 Classification
* pLM(Y)
Test Context Target || Representation -
T q=fl2) Hawa.n 0.2
lllinois |0.2
Obama’s birthplace is ?

“Generalization through Memorization: Nearest Neighbor Language Models.” Khandelwal et al., ICLR 2020.




KNN LM: directly interpolate output token distributions

Directly interpolate output token distributions of LMs

e Interpolates two token distributions, adjusting the balance using a hyperparamter A

Aggregation
PnN(y) = ly-’l',]](k!)

Nonparametric
distribution

A:hyperparameter

Pamn_im [x) = (A = )P LM(y | X) + AP n (v [ %)

F Hawaii | 0.8
lllinois | 0.2

Classification
pLM(y)

Interpolation
p(y)=Apknn(y)+ (1= A)prm(y)

0.2
0.2

Hawaii | 0.6
lllinois 1 0.2

Hawaii
lllinois

Parametric
distribution

“Generalization through Memorization: Nearest Neighbor Language Models.” Khandelwal et al., ICLR 2020.



KNN LM: Results

kNN LM outperforms much larger parametric LMs by large margin

e kNN LM constantly outperforms parametric 100M LMs & 30x larger 3B LMs with larger datastore

21
20
19
-§ 18 —— Wiki-100M
2 -—- Wiki-3B
o —— KNN-LM (Wiki-100M + kNN)
a 17

0.0 0.5 1.0 1.5 2.0 2.5 3.0
Size of datastore (in billions)

“Generalization through Memorization: Nearest Neighbor Language Models.” Khandelwal et al., ICLR 2020.



KNN LM: Results

kNN LM outperforms much larger parametric LMs by large margin

e kNN LM constantly outperforms parametric LMs and 30x larger 3B LMs with larger datastore
e kNN LM also enables efficient & controlled domain adaptations

21 —+— Books (In-domain)
18 Wiki-3B + Books Datastore -36
20 (Domain Adaptation) >
43
z -
19 x T
- 17~ a
£ —— Wiki-100M £ -32 ¢
x 18 = & =
< -=-- Wiki-3B p I
o —¢ KkNN-LM (Wiki-100M + kNN) S 16- _30 ®
a 17 5 2
o <
1? =
s £
= -28 ¢
15 - 8
\‘N,‘\*‘ - 26
14 14 -
0.0 0.5 1.0 15 2.0 2.5 3.0 0.0 0.2 0.4 0.6 0.8

A (interpolation parameter)

Size of datastore (in billions)

“Generalization through Memorization: Nearest Neighbor Language Models.” Khandelwal et al., ICLR 2020.



Recent follow-up: TRIME

Training kNN LM to better learn interpolations

e kNN LM uses pre-trained LMs without any training
e TRIME introduces an efficient training method, outperforming kNN LM

@9 Target token’s embedding Positive in-batch memory

O Other token embeddings O Negative in-batch memory Wikitext 103 (Per p | ex|ty)
4 Forward pass | Back-propagation 20

prediction (target: “Apple”)

" s
similarity
10
F { Oand DMicrosoftl V] token ": 5
N E E9Apple O color j embeddings
( - )E OOfirst O... : 0

A 1+ ... works at Microsoft '
: @ ... returned to Apple | mn-batch Transformer kNN LM TRIME
Jobs became CEO of _ i ... Jobs became CEQ | memories |
{ o moves to Avple mDev Perp mTest Perp

.................................

“Training Language Models with Memory Augmentation.” Zhong et al., EMNLP 2022.



Pros and cons of output interpolation

kNN LM & variatns have unique advantages but have several empirical challenges

e Pros
o Provides token-level attributions
o Enables explicit control between parametric and non-parametric memories




Pros and cons of output interpolation

kNN LM & variatns have unique advantages but have several empirical challenges

e Pros
o Provides token-level attributions
o Enables explicit control between parametric and non-parametric memories
e (ons
o Difficult to scale to large retrieval corpora (i.e., the number of embeddings equals the
number of tokens)
o Empirically shows limited effectiveness outside of upsteam language modeling tasks

Great Memory, Shallow Reasoning: Limits of KXNN-LMs kKNN-LM Does Not Improve Open-ended Text Generation

Shufan Wang! Yixiao Song! Andrew Drozdov!
Aparna Garimella? Varun Manjunatha® Mohit Iyyer’
University of Massachusetts Amherst'  Adobe Research?
{shufanwang, yixiaosong, adrozdov, miyyer}@umass.edu
{garimell, vmanjuna}@adobe.com

Shangyi Geng Wenting Zhao Alexander M Rush
Cornell University
{sg2323, wz346, arush}@cornell.edu




Summary

Diverse types of retrieval-augmented LMs have been studied; have pros & cons

e Inputaugmentation: widely used and effective but faces challenges when incorporating more
passages

e [ntermediate incorporation: can efficiently handle more passages but requires pre-training and
fine-tuning

e Outputinterpolation: provides direct control over LM output, but has limited success in
downstream tasks and faces challenges of scaling the datastore

Representative Retrieval unit | Retrieval frequency
methods

Input
augmentation

Intermediate
incorporation

Output
interpolation

DrQA, RAG, REALM,  Passage Once at the beginning

ICRALM

RETRO, Passage Every k tokens
InstructRETRO

KNNLM Token Every token
TRIME

i A A




Present: Retrieval-augmented

Generation with LLMs




In-context retrieval-augmented LMs

Simply augmenting input of LMs gives signficant gain across different tasks

Who is the current prime minister of United Kingdom? —»

Answer the following question, based on the reference.

Reference
Q: Who i1s the current PM of UK?
A:

“When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories”. Mallen*, Asai* et al. ACL 2023



In-context retrieval-augmented LMs

Simply augmenting input of LMs gives signficant gain across different tasks

Who is the current prime minister of United Kingdom?

—

Answer the following question,

Reference
Q: Who i1s the current PM of UK?
A:

based on the reference.

Rishi Sunak

“When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories”. Mallen*, Asai* et al. ACL 2023



In-context retrieval-augmented LMs

Simply augmenting input of LMs gives signficant gain across different tasks

Who is the current prime minister of United Kingdom?

1
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“When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories”. Mallen*, Asai* et al. ACL 2023



In-context retrieval-augmented LMs

Simply augmenting input of LMs gives signficant gain across different tasks

Who is the current prime minister of United Kingdom?

1
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Answer the following question, based on the reference.
Reference

The current prime minister is Keir Starmer, who succeeded
Rishi Sunak on 5 July 2024, following the 2024 general

election
Q: Who i1s the current PM of UK?
A:

hen Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories”. Mallen*, Asai* et al. AC|



In-context retrieval-augmented LMs

Simply augmenting input of LMs gives signficant gain across different tasks

Who is the current prime minister of United Kingdom?
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Answer the following question, based on the reference. Keir Starmer
Reference

The current prime minister is Keir Starmer, who succeeded
Rishi Sunak on 5 July 2024, following the 2024 general

election
Q: Who i1s the current PM of UK?
A:

hen Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories”. Mallen*, Asai* et al. ACL 2023



In-context Retrieval-augmented LMs: Result

Simply augmenting input-space of LMs give signficant gain across different tasks

e [nupsream language modeling task, simply adding retrieved context gives large gains, especially

smaller models
e Similar significant gains in downstream tasks such as Question Answering

B No Retrieval ® In-Context RALM (BM25)

17.4
14.5
13.7
1.7
10.4
= - 7.9
il i =
OPT-30B OPT-66B

OPT-125M OPT-350M OPT-1.3B OPT-2.7B OPT-6.7B OPT-13B

18.0

8.

Perplexity

3.0

RealNews

., TACL 2023.

“In-Context Retrieval-Augmented Language Models.” Ram et al



In-context Retrieval-augmented LMs: Result

Effects of retrieval systems for downstream task performance

e Onlanguage modeling, BM 25 results in best performance

B No Retrieval B BERT Contriever B Spider B BM25

37.8[37.9
20 I

GPT-2 117M (S)

Perplexity

GPT-2 1.5B ( XL)

“In-Context Retrieval-Augmented Language Models.” Ram et al., TACL 2023.



In-context Retrieval-augmented LMs: Result

Effects of retrieval systems for downstream task performance

e On downstream QA tasks, trained retrieval models eg Contriever results in best performance

B No Retrieval B BERT Contriever B Spider B BM25 0.5
B Vanilla B BM25
I GenRead I Contriever
37.8137.9 0.4 A
3 0.3 1
B‘ b o
= 5
2 20.2-
& 20
il -
II 0.0 -

GPT-2 117M (S) GPT-2 1.5B (XL) GPT-neo 1.3B  GPT-neo 2.7B GPT-j6B  GPT-3 davinci 003

When Not to Trust Language Models: Investigating Effectiveness of Parametric and Non-Parametric Memories”. Mallen*, Asai* et al. ACL 2023



Limitations of such nalve “RAG"

Is combining off-the-shelf models sufficient?

e In-context retrieval-augmented LMs sometimes generate content that is not
fully supported by their citations

Cited Webpages

[1]: @ nasa.gov (X citation does not support its associated statement)
NASA's Webb Confirms Its First Exoplanet
... Researchers confirmed an exoplanet, a planet that orbits another
star, using NASA's James Webb Space Telescope for the first time. ...

What are the latest discoveries from the James Webb [2]: B cnn.com ( i citation partially supports its associated statement)
Space Telescope? Pillars of Creation: James Webb Space Telescope ...
... The Pillars of Creation, in the Eagle Nebula, is a star-forming region

. . captured in a new image (right) by the James Webb Space Telescope
The James Webb Space Telescope is designed to peer that reveals more detail than a 2014 image (left) by Hubble ...

{

J into the dusty clouds of gas where stars and planetary
systems are born. Webb has captured the first direct [3]: @ nasa.gov (citation fully supports its associated statement)
image of an exoplanet, and the Pillars of Creation in the Studying the Next Interstellar Interloper with Webb
Eagle Nebula[1][2]. Additionally, the telescope will be ...Scientists have had only limited ability to study these objects once
used to study the next interstellar interloper[3]. discovered, but all of that is about to change with NASA's James
5 Webb Space Telescope...The team will use Webb's spectroscopic
(*Some generated statements may not be fully supported by capabilities in both the near-infrared and mid-infrared bands to study
citations, while others are fully supported.) two different aspects of the interstellar object.

Verifiability in Generative Search Engines'. Liu et al. Findings of EMNLP 2023.



Limitations of such nalve “RAG"

Is combining off-the-shelf models sufficient?

e They can easily be distracted by unhelpful context

Q: Who is the actor playing Jason on general hospital?

Large Language Model (no retrieval) () Retrieval Augmented Language Model ()
B R R R R R .
: The answer is: Steve Burton . :
e eeeameraerrrreasassesrrrresasstaraerrrrasanatataerrrrnnnnntrrre] b2 et S b sty el 21 WA L E gl e el i Al
=== < known for playing the role of Cooper Barrett in General Hospital

and Zack Kilmer in Mistresses.
: The answer is: Jason Gerhardt

“Making Retrieval-Augmented Language Models Robust to Irrelevant Context”. ICLR 2024.



Limitations of such nalve “RAG"

Is combining off-the-shelf models sufficient?

e Diverse tasks require diffent retrieval needs e.g., content, frequency

Can be easily answered based on top
documents retrieved at the beginning

Who is the current PM of UK?




Limitations of such nalve “RAG"

Is combining off-the-shelf models sufficient?

e Diverse tasks require diffent retrieval needs e.g., content, frequency

Can be easily answered based on top

i ?
BN 5 QUITEmE i) @ Ui documents retrieved at the beginning

Create a table listing all previous UK Prime
Ministers, including their terms in office, political
party, alma mater, and notable achievements.

This may require iterative retrieval, based on
the current generation




Limitations of such nalve “RAG"

Is combining off-the-shelf models sufficient?

e Diverse tasks require diffent retrieval needs e.g., content, frequency

Can be easily answered based on top

i ?
BN 5 QUITEmE i) @ Ui documents retrieved at the beginning

Create a table listing all previous UK Prime
Ministers, including their terms in office, political
party, alma mater, and notable achievements.

This may require iterative retrieval, based on
the current generation

The equation x 2 + 2x =i has two complex Questions with similar solutions may have limited
solutions. Determine the product of their real semantic similarities in embedding space

parts (from MATH)




Designing and training more reliable LLM RAG

Approaches to optimize (1) LM, (2) Retrievers, or (3) prompts for LLM RAG

1. Optimizing LLMs for RAG: training / controlling LLMs with retrieved context




SAIL: Training LMs with retrieval-augmented data
SAIL augments existing instruction-tuning data to teach the LM how to use retrieved context

Fact check the following claim:
“However the warming trend is slower than most climate models have forecast.” Label: UNFACTUAL

Inf ti d Search Result: h
nrormative an arc esuilts
SAIL-7B
(1) From climate change 'certainty' to rapid i 'AD
decline: a timeline of IPCC ... ,-——-——-——-——-——-——-——-——m-
The fourth IPCC report, in 2007, was the \I
moment when humanity's responsibility for Search result is dlStraCtlng, search result I
global heating became all but certain: "Warming ‘ol : :
of the climate system is unequivocal ... Eleven (2) IS Inform_at“_/e’ and Sear(.:h resu It IS : SAI L S tnth etica | | en el’ateS
of the last ... distracting. i will utilize the informative search |, y . y g
result (2) and my knowledge. the related : expla rl‘at' ons by using a NLI
(2) Al study finds planet could cross 2-degree H
e R natural fact is that global temperatures have : mode
The planet could cross critical global warming been increasing over time. the moral fact is i
thresholds sooner than previous models have e .
predicted, even with concerted global climate that it is important to strive towards a healthy |1
actiohn_, according to a new study using plan et fOI' fUtU re generatlons ,l
machine... A ——— -
{3) Conetrained CMIPG projections indicate the claim is not factual as it contradicts
less warming and a slower ... the fact that the warming trend has been
The slower warming implies a lower snow cover - .
loss rata.by 10.5740.2%. ... future changes in faster than pred|Cted by many climate
the predicted variable y ... model . models. therefore, the claim presents an
intercomparison project phase 5 global climate . . . .
models using ... inaccurate and misleading view of the facts.
J




Self-RAG: Teaching LLMs to learn to levarage retrieved context

Self-RAG teaches LMs to adaptively retrieve and evaluates context & own generation

e Trainan arbitrary LM (e.g., Llama 3) to generate special tokens for (1) triggering retrieval only
when necessary and (2) evaluating the relevance of retrieved context and its own generations.

Input: Write an essay of your best summer vacation Input: How did US states get their names?

Output: My best summer vacation was a magical escape  Output: 1 of 50 states names come from persons. For instance, Louisiana was named in honor

to the coastal town of Santorini. The azure waters, of King Louis XIV of France and Georgia was named after King George II.
charming white-washed building are unforgettable.
% Critic LM Q Q Retriever
Augment ed Ou tput: My bast summer Augmented Output: i Retrieve l o <p>0f the fifty states, eleven are named after an individual person</p>.
vacation was a magical escape to the coastal town of 11 of 50 states’ names come from person. | Supported | rﬁetrieve I 0 <p>LOUISIANA: Named in

Santorini. The azure waters, charming white-  honor of Louis XIV of France.</p>. For instance, Louisiana was named after King Louis XIV, and

washed building are unforgettable experience. Georgia was named after King George Il.

“Self-RAG: Learning to Retrieve, Generate, and Critigue through Self-Reflection”. Asai et al. ICLR 2024.



Advanced RAG inference algorithm

Advanced RAG inference algorithm to better incorporate retrieved context

e |evarage model-generated tokens to improve search process at inference time

Prompt @ Prompt @ Prompt €

! } d

% % Batch decoding @

11 of B0 state names Many states including Michigan Several states such as Utah and

come from persons. | Supported are named after an individual person. Alabama, are named after native American tribes.

Partially

f( [ Relevant H Suooortedj ) f( ) f( [Relevant u Partiallv
0.9 0.1

“Self-RAG: Learning to Retrieve, Generate, and Critigue through Self-Reflection”. Asai et al. ICLR 2024.



Optimizing LLMs for RAG: Results

New training and advanced inference algorithm for RAG significantly boost performance

e Training with 8B and 13B models significantly boosts performance compared to off-the-shelf RAG
pipelines

Acc,
rouge 100

80

60

g |

- I |
| .

PopQA FActScore  ASQA PubHealth

o O O

mllama 2 13B m Self-RAG 13B ®m ChatGPT m SAIL

ing to Retrieve, Generate, and Critigue through Self-Reflection”. Asai et al. ICLR 2024.



Optimizing LLMs for RAG: Results

New training and advanced inference algorithm for RAG significantly boost performance

e Training with 8B and 13B models significantly boosts performance compared to off-the-shelf RAG

pipelines
e Adaptive use of retrieval also improves the efficiency of RAG systems
PubHealth
Acc, 1.00 1.0
>
rouge 100 §0.99 g
80 3 053
2 0.99 L%
60 0.981, : : , -0.0
0.0 0.2 0.4 0.6
40 PopQA
1.0 F1.00
>
3 =
0 3 0.6 10.50 §
PopQA  FActScore  ASQA  PubHealth < 025
mllama 2 13B m Self-RAG 13B ® ChatGPT mSAIL 00 02 04 06

Retrieval Threshold

“Self-RAG: Learning to Retrieve, Generate, and Critigue through Self-Reflection”. Asai et al. ICLR 2024.



Designing and training more reliable LLM RAG

Approaches to optimize (1) LM, (2) Retrievers, or (3) prompts for LLM RAG

1.

2. Optimizing Retriever for RAG: training retrievers for LLM RAG

®




Optimizing retrievers for RAG

Training retrieval modules using LM feedback

e For RAG pipelines using blackbox LLMs e.g., GPT o1, we cannot directly train the LLMs for RAG
e (Can we train retrievers instead?

Previous
Frozen Trainable

Jobs cofounded
Apple in his

parents' garage

Test Context
Jobs is the |, R
CEO of _ 5
Retriever

RE-PLUG 4

Frozen/Trainable '

?
Jobs cofounded (
Apple in his B =
parents' garage

Black-box LM
#param. >100B

1A

- [®

White-box LM
#param. <10B

Frozen

Test Context

Jobs is the
CEO of _

Retriever

“REPLUG: Retrieval-Augmented Black-Box Language Models”. Shi et al. NAACL 2024.



REPLUG: Training a retriever using blackbox LLM feedback

Training retrieval model using LM feedback

e Train retrievers for black-box LLMs by minimizing KL divergence between LM & retriever

e5(dix) /7
5 epy €@/

1. Computlng Retriever Likelihood Pg(d;|x)

& T dl d2 d3 o4
R . dl' Jobs was raised Steve Jobs Jobs cofounded 3. KL Divergence
etriever * by adopted... passed away... Apple... (PlIQ)
L . : ) S
: . 8.0
Test Context x 30

2eb ) i -L
o
dl d2 d3 d4

2. Computing LM likelihood Q(d, | x) x Ppy(apple | d,x)/f

“REPLUG: Retrieval-Augmented Black-Box Language Models”. Shi et al. NAACL 2024.



REPLUG: Training a retriever using blackbox LLM feedback

Training retrieval model using LM feedback

e Train retrievers for black-box LLMs by minimizing KL divergence between LM & retriever

e5(dix) /7
5 epy €@/

1. Computlng Retriever Likelihood Pg(d;|x)

& T dl d2 d3 o4
R . dl' Jobs was raised Steve Jobs Jobs cofounded 3. KL Divergence
etriever * by adopted... passed away... Apple... (PlIQ)
L . : ) S
: . 8.0
Test Context x 30

2eb ) i -L
o
dl d2 d3 d4

2. Computing LM likelihood Q(d, | x) x Ppy(apple | d,x)/f

ePLM(y|d?m)/.6
Qd|z,y)= Zdep’ ePri(yld,x)/B

“REPLUG: Retrieval-Augmented Black-Box Language Models”. Shi et al. NAACL 2024.



REPLUG: Training a retriever using blackbox LLM feedback

Training retrieval model using LM feedback

e Train retrievers for black-box LLMs by minimizing KL divergence between LM & retriever

e5(dix) /7
5 epy €@/

1. Computlng Retriever Likelihood Pg(d;|x)

& di d2 d3 d4

. dl' Jobs was raised Steve Jobs Jobs cofounded 3. KL Divergence
Retriever Z== [ byadomed...} passed away. . ’ Apple... J (PllQ) 3 ZKL(PR(d | z) || Qum(d | ;E,y))

zeB
A ! )
: . 8.8

Test Context x 30

2eb ) i -L
o
dl d2 d3 d4

2. Computing LM likelihood Q(d, | x) x Ppy(apple | d,x)/f

ePLM(y|d?m)/.6
Qd|z,y)= Zdep’ ePri(yld,x)/B

“REPLUG: Retrieval-Augmented Black-Box Language Models”. Shi et al. NAACL 2024.



RA-DIT: Combining REPLUG + retrieval-augmented LM training

Trains both retriever and LM on multiple tasks using REPLUG + retrieval-augmented training

Retriever Fine-tuning

>
=

Retriever

: & X:Why does my :
1 GPU keep failing with Xid :
179 fallen off the bus?

Pr(c1|X)
N

~.
-~
~
~ ~
-~ .~
~.

DN (TN

Retrieval-augmented Instruction Tuning

]

2]

v

Background: | assume that the BGA chip
has damage to the substrate level, could be
solved temporarily by reflowing... \n\nQ: Why
does my GPU keep failing with Xid 79 fallen
off the bus? A:

Background: that Microsoft should withdraw
from the hardware market because it will have

a negative impact on the OEMs that are ...
\n\nQuestion: Why does my GPU keep
failing with Xid 79 fallen off the bus? Answer:

max pyp(y|cy o x)

y: Do not use Y-splitters or 6-
pin to 8-pin converters in any
of the PCle power cables
supplying the GPU. Make...

max py(y|c; e x)

Y: Do not use Y-splitters or 6-
pin to 8-pin converters in any
of the PCle power cables
supplying the GPU. Make...

“RA-DIT: Retrieval-Augmented Dual Instruction Tuning

” Lin et al. ICLR 2024.




RA-DIT: Combining REPLUG + retrieval-augmented LM training

Trains both retriever and LM on multiple tasks using REPLUG + retrieval-augmented training

Table 1: Our intruction tuning datasets. All datasets are downloaded from Hugging Face (Lhoest
et al., 2021), with the exception of those marked with 1, which are taken from Iyer et al. (2022).

Task HF identifier Dataset name Dy Dgr #Train
Dialogue oasstl OpenAssistant Conversations Dataset (K&pf et al., 2023) v v 31,598
__________ commonsense-qa  CommonsenseQA (Talmoretal.,2019) vV v 9741

math_qa MathQA (Amini et al., 2019) ' v 29,837

. web_questions Web Questions (Berant et al., 2013) v v 3,778
Open-Domain = . . .

QA wiki_ga Wiki Question Answering (Yang et al., 2015) v v 20,360

yahoo_answers_ga  Yahoo! Answers QA v v 87,362

freebase qa FreebaseQA (Jiang et al., 2019) v 20,358

ms_marco’ MS MARCO (Nguyen et al., 2016) v 80,143

__________ coga " Conversational Question Answering (Reddy etal.,2019) ~ v~~~ " T108,647

drop Discrete Reasoning Over Paragraphs (Dua et al., 2019) v 77,400

narrativeqa NarrativeQA (Kocisky et al., 2018) v 32,747

Reading Com- newsqa NewsQA (Trischler et al., 2017) v 74,160

prehension pubmed_ga PubMedQA (Jin et al., 2019) v v 1,000

quail QA for Artificial Intelligence (Rogers et al., 2020) v 10,246

quarel QuaRel (Tafjord et al., 2019) v v 1,941

squad v2 SQuAD v2 (Rajpurkar et al., 2018) v 130,319

" Simmarization ~cnn dailyraall ~~ ~ CNN/ DailyMail (Hemmann et a1, 2005 ~ 77777 T 77T RIS

aqua_ratf Algebra QA with Rationales (Ling et al., 2017) v 97.467

Chain-of- ecgat Explanations for CommonsenseQ (Aggarwal et al., 2021) v 7,598

thought gsm8k! Grade School Math 8K (Cobbe et al., 2021) ' 7.473

Reasoning compeition.math! MATH (Hendrycks et al., 2021b) v 7,500

strategyqa’ StrategyQA (Geva et al., 2021) v 2,290

" We only used the question-and-answer pairs in the MS MARCO dataset.

“RA-DIT: Retrieval-Augmented Dual Instruction Tuning”. Li



REPLUG, RA-DIT: Results

Training retriever & LM gives large improvements across diverse tasks

e RA-DIT observes performance gain from combinations of off-the-shelf (REPLUG w/0 LSR)

80

75

70

65

6

a

- n B
TQA Avg

MMLU

Acc, EM

(@]

(62}

EREPLUG RA-DIT (LMonly) RA-DIT (Ronly) mRA-DIT

“RA-DIT: Retrieval-Augmented Dual Instruction Tuning”. Lin et al. ICLR 2024.



REPLUG, RA-DIT: Results

Training retriever & LM gives large improvements across diverse tasks

e RA-DIT observes performance gain from combinations of off-the-shelf (REPLUG w/0 LSR)
e Both LM and retriever training contributes to performance gain

Acc, EM 80
75
70
65
60

55

50 .

MMLU TQA Avg
EREPLUG RA-DIT (LM only) mRA-DIT (Ronly) RA-DIT

“RA-DIT: Retrieval-Augmented Dual Instruction Tuning”. Lin et al. ICLR 2024.



REPLUG, RA-DIT: Results

Training retriever & LM gives large improvements across diverse tasks

e RA-DIT observes performance gain from combinations of off-the-shelf (REPLUG w/0 LSR)
e Both LM and retriever training contributes to performance gain

Acc, EM 80
75
70
65
60
55
- HE
MMLU TOA Avg

mREPLUG ®RA-DIT (LMonly) RA-DIT (Ronly) RA-DIT

“RA-DIT: Retrieval-Augmented Dual Instruction Tuning”. Lin et al. ICLR 2024.



Optimizing retrievers for RAG

Alternative appraoches: introducing additional modules for reranking or filtering

e Fromiinitial retrived docs Z, select more relevant context before feeding it to LMs
e FExamplesinclude: cross-encoder, context compression (Xi et al., 2024)

RECOMP during mference ________________________________________________ No retrieval (0 tokens)
Inputqueryx T e * --»2010 X
- ™~ Retrieved documents D RALM (749 tokens) Blackbox
when did they | -~ __________ s MM - -+ 2015
stop making the moved from Smyrna, Tennessee, .
nissan xterra? | toNissan's facility in Canton, ) I PPPEL L ~a,
/ Mississippi. Early US models The les?n Xterra is a 2015
include X, S and PRO-4X, witha ||| =---- » Compressor "“*front-engine, 2-wheel or 4- RECOMP
choice of 6-speed manual... | wheel drive, five-door ... (58 tokens)
. Summa
Retrieve Compress i Prepend

“"RECOMP: Improving Retrieval-Augmented LMs with Compression and Selective Augmentation”. Xu et al. ICLR 2024.



Designing and training more reliable LLM RAG

Approaches to optimize (1) LM, (2) Retrievers, or (3) prompts for LLM RAG

1.
2.

3. Optimizing Prompts for RAG: advanced prompt technigues

®




DSPy: Optimizing prompts for LLM RAG

Optimizing prompts for RAG applications

e Training-free RAG systems are brittle to prompts

Solve a question answering task with interleaving Thought, Action, Observation steps. Thought can reason about the current situation,
and Action can be three types:

(1) Search[entity], which searches the exact entity on Wikipedia and returns the first paragraph if it exists. If not, it will return some similar
entities to search.

(2) Lookup[keyword], which returns the next sentence containing keyword in the current passage.

(3) Finish[answer], which returns the answer and finishes the task.

Here are some examples.

Thought 1: | need to search Colorado orogeny, find the area that the eastern sector of the Colorado orogeny extends into, then find the
elevation range of the area.

Action 1: Search[Colorado orogeny]

Observation 1: The Colorado orogeny was an episode of mountain building (an orogeny) in Colorado and surrounding areas.

Thought 2: It does not mention the eastern sector. So | need to look up eastern sector.

Action 2: Lookup[eastern sector]

Observation 2: (Result 1/ 1) The eastern sector extends into the High Plains and is called the Central Plains orogeny.

i Question: What is the elevation range for the area that the eastern sector of the Colorado orogeny extends into? i
! [... truncated ...] E

ing Declarative Lan: e Model Calls into Self-Improving Pipelines”. Khattab et al. ICLR 2024.



DSPy: Optimizing prompts for LLM RAG

Optimizing prompts for RAG applications

e Training-free RAG systems are brittle to prompts

Solve a question answering task with interleaving Thought, Action, Observation steps. Thought can reason about the current situation, E
and Action can be three types: :
(1) Search[entity], which searches the exact entity on Wikipedia and returns the first paragraph if it exists. If not, it will return some similar ;
entities to search.

Scores

(2) Lookup[keyword], which returns the next sentence containing keyword in the current passage.
(3) Finish[answer], which returns the answer and finishes the task.

! Here are some examples. 3 3 0/
i Question: What is the elevation range for the area that the eastern sector of the Colorado orogeny extends intc 0

Thought 1: | need to search Colorado orogeny, find the area that the eastern sector of the Colorado orogeny e
elevation range of the area.

Action 1: Search[Colorado orogeny] Wlth GPT-3.5
Observation 1: The Colorado orogeny was an episode of mountain building (an orogeny) in Colorado and surr o
Thought 2: It does not mention the eastern sector. So | need to look up eastern sector. onam UIU'hOp QA taSk

Action 2: Lookup[eastern sector]
Observation 2: (Result 1/ 1) The eastern sector extends into the High Plains and is called the Central Plains orogeny.

[... truncated ...]

ing Declarative Lan: e Model Calls into Self-Improving Pipelines”. Khattab et al. ICLR 2024.



DSPy: Optimizing prompts for LLM RAG

Optimizing prompts for RAG applications

e DSPyoptimizes instructions and few-shot demonstrations to achieve the best performance

o mm mm o Em E— E o E = == == =

Optimized LM Program P’

N

Training/ Validation

RS
Input :

Metric

[ 1
1 |
for 1 in range(2):
1 o |
inputs: || —— ' RS |
F) . E{}] [ |
_ | SINISPENINBI( O retrieve “search_query” )] |
I | |
1 answer = 1
ﬁiven the question and context passages, generate the correct answer.
Question: The Victorians is a documentary series written by an author born in what year?
Context: [1] The Victorians - Their Story In Pictures is ...
outputs. [2] Jeremy Dickson Paxman(born 11 May 1950) is an English...
° Rationale: The Victorians was written by Jeremy Paxman. Jeremy Paxman was borp—=e—-Q50
Answer: 1950 Few-Shot
Examples

\\?uestion: Which actor played in both..

Py: Compiling Declarative Language Model Calls into Self-Improving Pipelines”. Khattab et al. ICLR 2024.



DSPy: Optimizing prompts for LLM RAG

Optimizing prompts for RAG applications

LM Program

Return LM Program

Bayesian with best score!
Opt.
[0} @ @ (]
Sle °
Trial

ing Declarative Language Model Calls into Self-Improving Pipelines”. Khattab et al. ICLR 2024.



DSPy: Optimizing prompts for LLM RAG

class MultiHop(dspy.Module):
def __init__(self):
self.generate_query = dspy.ChainOfThought("context, question -> query")

self.generate_answer = dspy.ChainOfThought("context, question -> answer")

def forward(self, question):

context = []

for hop in range(2): Scores

.
uery = self.generate query(context, question).query

Carefully read the provided ‘context’ and ‘question’. Ycour task is to formulate a concise and

relevant 'search query’ that could be used to retrieve information from a search engine to answer

the question most effectively. The 'search_query' should encapsulate...

Context: [1] Twilight is a series of four vampire-themed fantasy romance...

.
[2] The Harper Connelly Mysteries is a series of fantasy... Wlth GPT-3.5
. [CLCEISELENTn which year was the first of the vampire-themed fantasy romance novels, for which The

ight Saga serves as a spin-off encyclopedic reference book, first published?| L)
on a multi-hop QA task

Reasoning: Let's determine when that fantasy romance novel was first published.

Search Query: When was the first of the vampire-themed fantasy romance novels published?

Context: [1] The Victorians - Their Story In Pictures is a 2009 British deocumentary ...

[2] The Caxtons: A Family Picture is an 1849 Victorian novel by Edward ...
Question:
Reasoning: We know that the documentary series is about Victorian art and culture, and it was
written by Jeremy Paxman. We need to find the year in which Jeremy Paxman was born.

Search Query: Jeremy Paxman birth year




Future: Limitations & future

directions




Roadmap for more efficient & reliable retrieval-augmented LMs

Challenges of scaling up datastores & increased inference-time costs

e Performance gains are achieved by scaling up the datastore
to trillions of tokens

e Significantly increases inference costs, including CPU memory
and storage requirements (e.g., 24 1B for 1.7 trillion-token).

Language Modeling¥  Downstream Task ¢

(RedPajama) (MMLU, 5-shot)
B--@ -1 _a.g(®
4.4 e, o—o -0
.\ __65 n——————
34.2 .\ 2\?—
= ® 60
> > (@
4.0 -9+ @
O . gt m S 55 fm—m——————
3.8 i“"-m.\ §
3.6 LY << 50
[ ]
Infrastructure 3.4 * .
10! 10 103 101 102 103
Datastore Size (B Tokens)
Llama-2 7B e |lama-2 13B == |lama-3 8B

® w/ Retrieval % LM-Only

“Scaling Retrieval-Based Language Models with a Trillion-Token Datastore.” Shao, He, Asai et al., ArXiv 2024.



Roadmap for more efficient & reliable retrieval-augmented LMs

New algorithms & arthictectures to enable more efficient and effective RAG

e Current "RAG” has many issues such as efficiency &
redundancy

e Alternative algorithms, better LM architectures, caching ... etc
for improving efficiency and performance

Traditional RAG Query Caching
st Cache: ——
aesenamonl_
A | - h for retrieval o
g O r It m S ( cencrativemodel | \GritLm
N 4

may influence an i V)
longevity. Cellular reprogrammin

Technological and lifeslyle factors
may influence an individual's
longevity. Cellular reprogramming.

Infrastructure

2nd Cache: Reuse document
key-value states for generation

“Generative Representational Instruction Tuning.” Muennighoff et al., ArXiv 2024.



Roadmap for more efficient & reliable retrieval-augmented LMs

New algorithms & arthictectures to enable more efficient and effective RAG

e Current "RAG” has many issues such as efficiency &
redundancy

e Alternative algorithms, better LM architectures, caching ... etc
for improving efficiency and performance

01: hardware under-utilization due to the inference-retrieval dependencies

8 02: i latency increases as the token number grows during generation
E Inference: C, e C, _id_le_ C, idle. C,
. Retrieval: | idle [ RET, idle RET, ide <| RET, e | ...
Algorithms :
N £
01 — S1: pipeline parallelism by pre-retrievals using stale query windows s
o
01, S1 — S2: allow flexible retrieval intervals to align retrieval and inference latency w©
-— o
B ) . f ) f i @
Inference: C, idle C,’ C, C, Cs o« @ Improved latency and %
L] Retrieval: | idle™ RET,' idie™ F!ETZ'Q RET,' < RET, resource utilization i
< S - @
§ J g
2 03: larger search space results in higher search quality but also higher search latency N @
o
.; 02, 03, S1 — 83: performance-modeil-based retrieval to maximize quality with minimal latency £
[
| n f r aS tr u Ct u re = z Inference Model-Driven Retrieval System §
& = System nce length & £ g o
&£ = revnevat mterval | SRy [Performance modet : 2 ]
@ KA\ 24y | maximize quality given [ B e it Ly =
E ‘{?; i latency constraints 5 < E
¥ 3 5
o 3 g £
(= nearest neighbor = Vector search: apply 7] ] £
: g8 | = | B "%
Sequence e o
Length Search Space <

“PipeRAG: Fast Retrieval-Augmented Generation via Algorithm-System Co-design.” Jiang et al., ArXiv 2024.



Roadmap for more efficient & reliable retrieval-augmented LMs

Careful analyses on their effectiveness and limitations

Prior systems are often evaluated only on simple general-domain
Evaluations tasks. Further exploration into their evaluation are needed

e Domains: most prior evaluations are in general-domain tasks,
where Wikipedia is a sufficient knowledge source

Algorithms
e Aspects: instead of merely evaluating final “correctness”, more
Infrastructure holistic evaluations of different aspects of RAG

e Tasks: going beyond open-domain QA, multiple-choice QA




Questions?



https://acl2023-retrieval-lm.github.io/%20created
https://acl2023-retrieval-lm.github.io/%20created
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